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Welcome to the

7" HBP Student Conference
on Interdisciplinary Brain
Research

Human Brain Project
Education Programme

We are excited to present the proceedings of the 7" Human
Brain Project Student Conference on Interdisciplinary Brain
Research, an open forum for the exchange of knowledge within
and across the various research fields addressed by the Human
Brain Project (HBP). The conference was organized by young
researchers for young researchers, and took place from 18"-20®
January 2023 at the Rey Juan Carlos University in Madrid, Spain.

14 frontiersin.org



& frontiers

7™ HBP Student Conference on Interdisciplinary Brain Research

Reflecting the multidisciplinarity of the HBP, the abstracts from young researchers of

this year's edition cover a wide range of topics: from brain atlases, brain simulation,

ethics and society, brain organisation, medical informatics and clinical neurosciences

to neuroinformatics, neuromorphic computing, neurorobotics, systems and cognitive

neuroscience, and theoretical neuroscience.

LIST OF ORGANISERS

CONFERENCE PROGRAMME
COMMITTEE

Nicolds Cano-Astorga

CONFERENCE ORGANISERS
HBP Education Programme

Joana Covelo

Sandra Diaz

Carmen Alina Lupascu
Paschal Ochang
Taylan Ozden

Jens Egholm Pedersen
Sergio Plaza

Giuliano Santarpia
Alper Yegenoglu

15

PROCEEDINGS EDITORS
Sandra Diaz
Johanna Fusseis
Manuel Gran

Judith Kathrein
Paschal Ochang
Franziska Vogel

frontiersin.org



8 frontiers 7" HBP Student Conference on Interdisciplinary Brain Research

Preface

We are excited to present the proceedings of the 7" Human Brain Project Student
Conference on Interdisciplinary Brain Research, an open forum for exchange of
knowledge within and across the various research fields addressed by the Human Brain
Project (HBP). After holding previous editions virtually due to COVID-19, the conference
finally took place on-site at the Rey Juan Carlos University, Madrid, Spain, from the 18"
to 20" January 2023. We are very grateful to the local hosts for providing an excellent
environment for this event to take place in, as well as for the active involvement of local
academic and governmental authorities like the rector of the Rey Juan Carlos University
and the Major of the city of Aranjuez.

The 7" edition proved once more that the HBP Student Conference offers invaluable
opportunities for extensive scientific discussions among fellow early career researchers
and faculty. Through a variety of lectures, workshops, discussion sessions and social
events, participants could learn about recent developments and tools in brain research,
as well as interact with world-leading researchers and experts. Attendees were exposed
to the data-driven and multidisciplinary brain research approach of the HBP and had
the opportunity to use the EBRAINS platform. At the heart of the conference were

the invaluable contributions of all young researchers in the form of talks and posters,
whose corresponding abstracts are presented in this book. The accepted abstracts
cover a wide range of topics (brain atlases, brain simulation, ethics and society, brain
organisation, medical informatics and clinical neurosciences, neuroinformatics,
neuromorphic computing, neurorobotics, systems and cognitive neuroscience, and
theoretical neuroscience), introducing new and relevant problems, concepts and ideas,
with the potential to inspire collaboration across research disciplines.

We would like to thank all authors for submitting their work to the 7" HBP Student
Conference and all participants for making the conference a unique event for the future

16 frontiersin.org
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of brain research. We hope this selected set of abstracts can be of inspiration for new
discussions, interactions, and research opportunities for the whole scientific community.

Sandra Diaz & Paschal Ochang

Programme Committee Chairs of the 7!" HBP Student Conference on Interdisciplinary
Brain Research

This project has received funding from the European Union’s Horizon 2020 Framework
Programme for Research and Innovation under the Specific Grant Agreement No.
945539 (Human Brain Project SGA3).
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Brain atlases

Mechanisms of cerebral
processing of complex acoustic
signals

Author
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Introduction/Motivation

The concrete cerebral processing of natural sounds has not yet been
conclusively clarified. One major cause lies in the complexity of the received
signal. The neural processing of complex sounds like spoken language

18 frontiersin.org
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or music begins in the ear, passes through several subcortical areas, and
continues in the cortex to give us a greater sense of the auditory world [1-3].

The auditory cortex’s specific contribution is not fully discovered. Although
several characteristics of neurons in the auditory cortex resemble those of
the subcortical neurons, they show a more complex selectivity for sound
characteristics, which can be of great significance for analysing complex
natural sounds [4]. Here, the auditory cortex is not only understood as a
location of complex sound selectivity but also as an integral component
of the network of brain regions, which are responsible for the prediction
and the decision-making in auditory perception as well as learning [5-6]. In
addition to frequency, location, and superordinate context of the auditory
signal, the mere signal complexity should play a significant role in processing
auditive information.

In information theory complexity is understood as the information content of
data. This can be applied to the analysis of an auditory signal itself, but not to the
concept of music, because otherwise white noise, for example, would be more
complex than Mozart's symphonies. Various factors such as timbre, rhythm or
volume can play a role here, not least the occurrence of Gestalt effects.

The use of musical stimuli is not only an important aspect of basic research
to understand the brain but is increasingly being used in patient care. So far,
general musical stimuli have been best studied in dementia and strokes, but
there are also various treatment studies where they are used, e.g., Parkinson'’s
disease, epilepsy and multiple sclerosis [7, 8]. Complexity is an insufficiently
explored part of music that could be of great benefit in understanding the
associated effects of music on the body.

Therefore, this study aims to analyse the processing of sounds with different
signal complexity operationalised by the number of instruments in a piece
of music. The number of instruments and thus their timbre is the only
parameter that changes, while other factors such as rhythm or tone remain
the same over time. Gestalt effects can also occur here, as they cannot

19 frontiersin.org
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be prevented, but it is necessary to try to make the latent construct of
complexity usable.

We hypothesise that the processing of auditory stimuli of varying complexity
is characterised by a different flow of information between cerebral areas
that can be distinguished by the analysis of functional connectivity. Here,

we assume that more complex acoustic signals induce stronger and more
homogeneous network connectivity of auditory areas compared to simpler
acoustic signals and that network structures, which correlate with the signal’s
complexity, can be differentiated from network structures that show on-off
behaviour.

Methods

30 right-handed subjects between the age of 18 to 30 years without
neurological or psychiatric disorders and loss of hearing in their medical
record were included in the study. Standardised questionnaires were utilised
to obtain further information about the sample and to detect possible
exclusion criteria. Beck's Depression Inventory 2 (BDI2) [9], Epworth
Sleepiness Scale (ESS) [10], an adaption of the Edinburgh Handedness
Inventory (Handedness Score), Goldsmith’s Musical Sophistication Index
(GMSI) [11, 12] and a self-developed questionnaire for sociodemographic data
(Biomag Questionnaire Standard 1) were used. Prior to the experiment, the
subjects performed a hearing threshold measurement.

Brain activity was measured using magnetoencephalography and
electroencephalography while subjects listened to a specially composed
piece of music. Segments of one, three or five different instruments in a
pseudorandomised order reflected the three levels of sound complexity, with
the transition from one level to another being fluent and, therefore, hardly
noticeable. Afterwards, participants had to decide in a quiz for 30 of the
segments whether one, three or five instruments were included to control for
the ability to consciously assess the complexity.

20 frontiersin.org
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FIGURE 1
Methological steps of the analyses.

Results and discussion

Functional connectivity is assessed by coherence between signals from
groups of sensors of different location. Additionally, modified multiscale
entropy is used to assess dynamic changes in irregularities of temporal
signals, which allows the evaluation of the signal’s entropy over atypically
longer periods of time. Fluctuation patterns in brain activity, which tend to
repeat over time, are assigned a lower entropy, while more irregular, non-
repetitive patterns yield higher entropy [13]. Parameters will be tested for
statistical significance between the complexity levels. The Data is collected
and is in the pre-processing stage right now, statistical analysis of the
questionnaires and quiz is also in progress (Figure 1). The final analysis will be
completed by the start of the conference.

Results will help to understand the processing of complexity in acoustic

signals. This primary research can be a basis for clinical studies of patient
care in which musical stimuli are used.
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Based on this study’s results further research is planned. Specifically, the
effect of ketamine in combination with music for the therapy of treatment-
resistant depression is to be investigated [14, 15, 16]. The ketamine's effect is
expected to be altered by music [17, 18]. It is assumed that the complexity of
the music also has an influence on this effect.

Acknowledgements
This work is funded by the interdisciplinary centre for clinical research Jena.
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Introduction/Motivation

The thalamus is considered the gate for most sensory information on its

way to the cortex. In the case of the somatosensory system, that role is
played specifically by the ventral posterior complex (VP) [1]. The axonal
projections from the neurons of these nuclei are extremely precise, and even
when they are labeled as populations they manifest as column- and layer-
specific. While tract-tracing experiments are the gold standard for revealing
thalamocortical connectivity, only a few injections can be performed

in a single brain. Therefore, studying the anatomical connectivity of the
thalamocortical system requires the accurate registration of each experiment
to a common atlas or reference space serving as an anatomical template.

The Human Brain Project has developed robust software tools for the
registration of mouse brain sections to the Allen Common Coordinate
Framework (CCF) [2]. Integrated as the QUINT workflow [3], they allow

the registration of brain regions from the CCF to experimental sections to
subsequently count labelled objects (somas and/or neurites) in each of the
projected brain regions. Here we develop an alternative pipeline that inverts
the first step of QUINT: it registers connectivity data to the CCF, and then
counts the objects. The advantage is that the raw data becomes anchored
to CCF space, ready for integration with other data or for use with updated
brain parcellations. The pipeline is built as a Jupyter (Python) notebook and
largely relies on the same tools as the QUINT workflow.

Methods

Our use case consists of series of evenly-spaced histological sections

from the mouse brain, in which an anterograde tracer was injected in the
somatosensory thalamus. This resulted in the labeling of 10-100 closely
located cell bodies and their complete axonal arborizations. For each
experiment, stacks of images covering whole sections were acquired at 10x
magnification on a brightfield microscope (Neurolucida, MBF Bioscience).
Minimum-intensity projection (MIP) images were produced from the stacks
(Fig. 1A). The MIP images were segmented using llastik’s Pixel Classification
workflow (Fig. 1B) [4], to delineate the labeled neurites from the background.
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FIGURE 1

Illustration of the 3D registration pipeline presented in this work. A) An exemplar coronal slice highlighting a
targeted axonal population labeled using anterograde tracing experiments. B) Segmentation of the population
using the ilastik toolbox. C) Registration of the slice to the Allen CCF using a combination of the QuickNii,
DeepSlice and VisuAlign tools (see Methods). D) The final output of registering all coronal slices of the
experiment can be visually assessed using a dorsal flatmap in which anatomical boundaries have been
delineated

A)

FIGURE 2

Illustration of 2D flatmaps developed for visualizing the registration of a population in CCF. The cells labeled in
the ventral posterior medial nucleus (VPM) send their axons to the representation of the mouth in the primary
somatosensory cortex (SSp-m). Therefore, the voxels within VPM labeled in this experiment can be identified in
the CCF as part of the mouth representation at the thalamic level. A) Cortical flatmap. B) 2D plot of the VPM, in
which maximum projection has been applied across the coronal plane for defining the anatomical boundaries,
the intensity volume and the somatodendritic distribution. The gray intensity corresponds to the gray matter
intensity, the green point-cloud corresponds to the distribution of axons (A) and somata/dendrites (B), and the
black boundaries correspond to boundaries between different anatomically distinct sub-areas (A) and VPM (B)
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In parallel, we performed linear registration of the MIP images using the
QuickNii tool [5], assisted by the DeepSlice deep learning algorithm [6]

and manual curation. We then applied the VisuAlign tool for non-linear
refined registration based on manually placed histological landmarks over
the atlas delineation (Fig. 1C). The computed inverse registration of the
projection images to CCF was then applied to the segmented images, such
that the labeled pixels were mapped to the 3D brain template (Fig 1D). Lastly,

we produced 2D cortical and thalamic flatmaps [7] overlaid with anatomical
boundaries to visually inspect the results prior to further statistical analyses (Fig. 2).

Results and discussion

The registration of this collection of experiments connects the ventral
posterior nuclei and the somatosensory cortices within the CCF, via the
spatial correlation between topographically organized somata in the
former and their axonal termination patterns in the latter (Fig. 2). As a next
step, we intend to analyze this topographical correlation and to identify
different neuronal populations inside VP that preferentially target different
layers within the same cortical column, or the same layer across different
somatosensory regions.

Furthermore, registering the dataset allowed us to incorporate them to a
virtual reference space that is to be shared and further improved by the whole
neuroscientific community. The pipeline, compared to the QUINT workflow,
requires some coding knowledge on part of the user. However, it also offers
extensive customizable visualization options because of this, such as support
for cortical flatmaps, 2D representations of subcortical nuclei and interactions
with the Scalable Brain Atlas Composer 3D visualization tool [8]. Lastly, due

to it sharing the same registration tools as QUINT, both workflows are fully
compatible, allowing further analyses of previously registered datasets.
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Introduction/Motivation

Simulators are invaluable tools for the daily work of computational
neuroscientists. However, many persons in this field struggle to learn the
scripting languages to control these simulators, as they do not have any
programming experience and the simulators offer numerous options and
commands. In order to flatten the learning curve, NEST Desktop offers a
graphical user interface (GUI) presenting the concepts and the work steps
together with the script code.

In the latest release, it has been extended significantly: On the one hand,
connectors to numerous existing software suites were added, so that users
can now also use it for more extensive scenarios. This provides greater
practical relevance and should help to keep the motivation of students at a
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higher level. On the other hand, new features relevant to scientific research
have also been incorporated. This expands the target group, as researchers
previously had to switch to other tools for such functions.

Methods

This abstract discusses the most recent advances of NEST Desktop,

a web-based GUI which comprises graphical elements for creating and
configuring network models, running simulations in a simulation tool, as

well as visualizing and analyzing the results [2]. It allows students to explore
important concepts in computational neuroscience without the need to
learn a simulator control language beforehand. As a web-based tool, it has
the advantage of being independent of the user’s operating system, while still
allowing the user to rely on the compute power of the simulator in the back-
end. A local-only setup is also possible.

A central aspect of this work is the extension of the software’s functions and
methods through connectors to various other existing tool and software
suites: As the initial use case of NEST Desktop - creating neuronal networks
without extensive programming skills - is also helpful for other software
tools, we aim for collaborations with multiple other projects. Many of them
focus on the analysis of already executed simulations, but have the problem,
that those simulation cannot be run by inexperienced users. Therefore, a
connection to those tools would be of great interest, to create a cohesive
tool landscape, welcoming to new users. In the following, we present the
ones included in the 3.2 release of NEST Desktop. Some features, which are
currently under development, are also included in that list, since we want to
give an outlook on our future work as well:

e Insite (since v3.1): Insite is an in-situ pipeline which allows to visualize data
sets from an ongoing simulation [3]. This enhances the interactivity for large

simulations on HPC facilities and also extends the use case fundamentally.

e ViSimpl (since v3.2): ViSimpl is a tool that allows users to visualize spike
data of simulations with NEST Simulator. Since the 3.2 release, NEST
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Desktop is able to connect to ViSimpl and to provide the simulations for
this tool [4], as seen in Figure 1.

e NRP (since v3.2): The Neurorobotics Platform is a very figurative use case
of the NEST Simulator. However, the simulations still require neuronal
networks, which were not so easy to create in the NRP software suite. The
new connection from NEST Desktop to the NRP software suite allows also
an straightforward creation as well as a better evaluation and visualization.

o NESTML (future release): NESTML is a python module allows user to
construct an own neuron model which can be compiled and installed in
NEST kernel code.

e Elephant (future release): Elephant is a very comprehensive tool for ana-
lysing simulation results of neuronal networks. Currently, we are investi-
gating the possibilities to offer also a simple connection between NEST
Desktop and Elephant.

FIGURE 1
Coupling of NEST Desktop and ViSimpl in action.
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o HPC (future release): Another use case for NEST Desktop would be the
rapid construction of neuronal networks on high performance compu-
ters (HPC). This offers the possibility to create quickly more time- and
resource-consuming simulations. The pitfalls in this project are the access
restrictions on HPC systems, which offer only extremely limited possibili-
ties for the communication between the back-end and the front-end.

For young researchers, NEST Desktop now offers the possibility to execute
simulations for their daily research projects, use the created simulation data
with numerous different tools, but also use the visualization capabilities of
NEST Desktop to create high-resolution images for their work presentations.

In detail, NEST Desktop now offers the export option for network graphs as
well as activity charts of spike activity (e.g. raster plot of spike activity, time
histogram of spike times, distribution of inter-spike intervals (ISI)) and of analog

V_m of vm1

Neuron
Membrane potential [mV]

Count

Neuron

Membrane potential [mV]

FIGURE 2
Visualization created with NEST Desktop.
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signals (trace plot of analog signals for example membrane potential, different
distributions of values, heat map of analog signals, two-dimensional histogram
of analog signals), as seen in Figure 2. The raw data can also be inspected in files
in comma-separated value (csv) format and is ready for use with other tools.

Another new aspect is the fundamentally improved model section: This
allows the researcher to explore the concept and the behaviour of neuron
or synapse models implemented in NEST Simulator. Since it is not always
obvious how a newly defined or changed model behaves (especially for
young researchers), this section provides valuable information for the daily
work with neuron and synapse models.

Results and discussion

Since the releases introducing the collaborations with other software, NEST
Desktop is no longer aiming solely at the classroom use-case, but rather
able to simplify high-class research with cutting-edge technologies. With
the extensions implemented in this GUI, experienced scientists have the
possibility to use the scripting possibilities they are already familiar with,

but extended by elements and visualizations that simplify their workflows
considerably while providing an integration of other software suites. This
supports the workflow of young researchers which need to produce
simulation results quickly without requiring to invest a lot of time in learning
the tool beforehand. It enables them to create sophisticated diagrams for
scientific publications in their daily workflow without spending much time.
This should lower the barrier for newcomers significantly and open this
highly inter-disciplinary research area to a greater user base.

In order to give students, teachers, and researchers user-friendly access

to the compute resources, the source code remains available under a free
license. This gives the possibility to start NEST Desktop on the user’'s own
devices and helps to grow a large community supporting the development in
a long term perspective. This software is accompanied by a well-maintained
documentation, which contains also video tutorials and examples for student
courses [5]. These resources have been extended significantly in the recent
times and are continuously updated along regular code releases.
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Introduction/Motivation

Alzheimer's disease (AD) is the most common cause of dementia
characterized by gradual neurodegeneration leading to a decline in both
cognitive and non-cognitive functions. The so-called amyloid hypothesis
has been considered the main cause of the disease for more than 25 years
but the AD’s involvement in cellular and circuitry functions is still under
intense investigation. To understand the key mechanisms underlying AD,
extensive research is being conducted on AD’s impact on early circuitry
changes in the brain and cellular function modification [1,2]. In this context,
the role of dopamine in hippocampal circuits during the progression of
AD has been the subject of numerous studies in recent years, particularly
as an initial sign of the disease [3,4]. This theory is supported by the
finding of AD-related functional and behavioural abnormalities in the
dorsal hippocampus of the Tg2576 AD mouse model (a well characterized
mouse model of AD over-expressing the human amyloid precursor
protein carrying the familial Alzheimer's disease genetic mutation) that
are associated with premature degeneration of the dopaminergic system
[5]. Early changes in firing characteristics and altered excitability were also
observed experimentally in the ventral CA1 pyramidal neurons of

Tg2576 mice.

In this poster, we show a computational model that is able to support
experimental findings and offer experimentally testable predictions of the
cellular mechanisms underlying functional change in ventral CA1 pyramidal
neurons in the AD mouse model.
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Methods
All simulations were carried out using the NEURON simulator (v8.0.0) [6].

For all simulations, we used a 3D reconstruction of a mouse hippocampal
CA1 ventral pyramidal (morphology NMO_114635, [7]), downloaded from
Neuromopho.org [8]. A 60 um-long synthetic axon with a tapered diameter
was added. The electrophysiological traces from a few representative
neurons for each strain (WT and TG) and age (3 and 8 months) were used

as reference to implement a set of biophysically detailed neuron models. In
particular, we chose recordings from: six neurons of 3 months-old WT mice;
seven neurons of 3 months-old Tg2576 mice; five neurons of

8 months-old WT mice; and six neurons of 8 months-old Tg2576 mice.
Passive properties were manually tuned to match the observed input
resistance and rheobase for each modelled neuron. Active properties
included: a transient Na+ conductance; five types of K+ currents (Delayed
Rectifier, KDR; A-type, KV7; one type of slow Calcium-dependent current,
KCa; and a voltage and Ca2+ dependent current); a non-specific |h current;
N-, T- and L-type Ca2+ current; and a simple Ca2+-extrusion mechanism
with a 100 ms time constant. Channel kinetics and distribution were from

a previously published model for CAl pyramidal neurons [9]. The kinetic
parameters of Na+, delayed rectifier K+ and KV7-type K+ channels were
modified to fit the specific experimental findings of this paper. To reproduce
the depolarization block, we found that it was necessary to shift the Na+
activation [10]. The peak conductance of each channel type was manually
tuned to fit, for each modelled neuron, the number of action potentials
elicited experimentally as a function of the input current. To do this, we used
a procedure aimed at identifying the minimal changes required to reproduce
the experimental findings for each neuron population. The optimized values
were compared using a Mann-Whitney Rank Sum Test.

Results and discussion

The model suggests that dysfunctional sodium and potassium conductances
may be involved in the observed derailments of firing properties and neuronal
changes, resulting in an in an anticipated depolarization-block of action
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FIGURE 1

Computational modelling of electrophysiological features of ventral CA1 pyramidal neurons. A, Typical
experimental and modelled somatic voltage response to current injections in neurons of 3 months-old WT or
Tg mice (upper left; bars: 25 mV; 250 ms) and mean f - | relationships for selected neurons (upper right). f - |
curves for each neuron (simulation vs recorded) are also shown, to depict modelling accuracy (lower left
panels: black lines identify experimental data, colored dashed lines represent simulations). According to our
computational analysis, the early appearance of depolarization block observed in CA1 neurons from 3-months
old Tg mice could be ascribed to a significant decrease of conductance density for KDR channels in these
neurons (p < 0.001 vs WT; lower right; open symbols depict neurons not entering the DB state; filled symbols,
neurons entering DB). B, Same as in A, for neurons from 8 months-old WT or Tg mice. In this case, our
computational analysis suggested that the different f - | relationships observed in Tg mice could be due to a
significantly increased peak conductance for KCa channels (p = 0.004 vs WTs; lower right).
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potential firing. In particular, we found that both a shift of sodium channel
activation kinetics and the alteration of specific potassium conductances
(KDr and KCa) were required to model the impaired excitability of these
neurons during AD progression (Figure 1) . These results suggest that the AP
firing behavior of Tg2576 ventral CA1 pyramidal neurons can be significantly
altered by early changes in the expression and functional involvement of
these ionic channels.

What is the nature of such initial perturbation? Interestingly, the early
alterations found in the ventral CAl of 3-month-old Tg2576 mice coincide
with the first detectable degeneration of the VTA DA [11,12]. Notable, it has
been shown that excitability, synaptic and behavioural deficits found in

older Tg2576 animals could be rescued by administration of L-DOPA [12],
suggesting that the loss of DA tone in the hippocampus following DA neuron
degeneration is directly linked to excitability changes.

We thus hypothesize that reduction of homeostatic levels of extracellular
DA plays a role in initial neuronal derailment eventually leading to
hippocampal decline.
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Introduction/Motivation

Computational neuroscience is experiencing a steady growth in available
simulation tools applicable to morphologically detailed cell descriptions
[EDEN, NeuroGPU, Carl, Brian, ARB, NRN]. Researchers benefit from different
specialisations and performance characteristics of these tools. Simulator
developers likewise profit from the extended capabilities with respect to
validation across tools. However, the development of models that are
actually portable between simulators lags behind.

NeuroML2 is one of the few comprehensive approaches to portably
describing whole simulations, but its reference implementation lacks in
performance and scalability to larger simulations [NML2]. The NeuroML2
community has recently added an online database of cells and ion channels.
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Our goal is to enable Arbor, a modern, performance-portable library

for simulating morphologically detailed neurons to consume models in
NeuronML2. However, the dynamic, object-oriented approach of NeuroML2
descriptions precludes a static implementation, as users can for example add
arbitrary ion channels in their simulation design. Thus, our implementation
has to match this extensibility. We choose to generate code for Arbor on a
case-by-case basis.

We present nmlcc, a tool to generate optimised, full scale simulations

in Arbor from a description in NeuroML2 [NMLCC]. It produces bespoke
dynamics tailored to the input, resulting in speed-ups over the native
NeuroML2 implementation comparable to hand-optimized code. Through
Arbor, the generated simulation package is able to utilize modern hardware,
including large-scale GPU clusters, scaling to millions of cells [ARB].

As a case study, we show how a single cell simulation based on [Hay]
was ported to Arbor using nmlcc. Further more, we show the runtime
performance of the produced model.

Methods

In essence, nmlcc is an optimising compiler from NeuroML2-conforming
XML to inputs consumed by Arbor. We leverage the recently added capability
of Arbor to interact with externally defined ion channel dynamics using

a plugin interface. The cells’ morphologies are described in standard file
formats. Further, parameterization of dynamics and biophysical properties is
handled via an Arbor-internal file format. These descriptions are combined
together with the actual Arbor library in a Python script that also provides the
network design and instantiates different cell types.

Since the ion channel dynamics are routinely the performance critical factor
in simulations, we take special consideration when generating code for them.
In addition to optimizations adapted from manual optimization, we add the
capability to specialize to the concrete simulation, i.e. we replace all settable
parameters by the actual values used and thus enable further optimizations.
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Finally, we combine ion channel dynamics placed together on parts of

the morphology, which further reduces overheads and uncovers more
optimisation potential. Once generated, the simulation exists as a standalone
bundle independent of nmlcc and only requires a recent version of Arbor and
Python.

nmlcc itself is written in the high-performance, memory-safe language
Rust, which offers convenient features for compiler development, e.g.
Algebraic Data Types and pattern matching. The compiler is designed using
a data driven approach and bootstrapped from the NeuroML2 XML schema
definition. The backend is currently specific to Arbor’s needs, but is designed
to be swapped against another, if required, and could be adapted to cater
to different simulators. Conversion and optimization from a NeuroML2
specification requires a simple command, so that users can become
productive very fast.

nmlcc is an open source project under the GPL license developed at
[NMLCC] and available on MacOS and Linux.

Results and discussion

To demonstrate the workflow of using Arbor in conjunction with nmlcc, we
present the port of a single cell model from NeuroML2 to Arbor. We use a
quite complex model taken from Hay et al. and describe the porting process
[Hay]. Some features required upgrading to a pre-release version of Arbor,
e.g. support for inhomogeneous parameters.

As an indication of the quality of nmlcc’s output we study performance
characteristics compared to hand-optimized ion channels in Arbor and
jnml, the NeuroML2 reference implementation. jnml s likewise able to
generate dynamics implementations compatible with Arbor, but as noted,
performance is a critical factor. For simple dynamics like Hodgkin-Huxley,
we routinely find a 3x improvement over jnml-generated output running
in Arbor. These numbers are competitive with the highly optimized
implementations Arbor provides as part of its built-in library.
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Finally we sketch future plans on continued development and integration
with the growing Arbor ecosystem.
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Introduction/Motivation

Measuring intracranial pressure (ICP) is crucial for diagnosis, treatment and
monitoring of craniospinal disorders. Non-invasive ICP measurement is still

a grand challenge despite more than 60 years of research [1]. In this study,
we tackle this challenge by computing the head impedance changes (AZ)
during the cardiac cycles inspired by the work of Russegger and Ennemoser
[2]. We use the results to establish correlations between the non-invasively
measurable signal and features of brain pulsation, demonstrating its potential
as non-invasive biomarker.

Methods

Exchanging the blood and cerebrospinal fluid (CSF) between cranial and
spinal compartments during the cardiac cycle changes the geometry and
dielectric properties of the head and thus its impedance (Z). Therefore,
computing AZ between head-surface electrodes is a potential biomarker

for non-invasive ICP measurement. Since AZ is very small compared to the
impedance (AZ << Z), computing it in the traditional manner — i.e., changing
the geometry and dielectric properties of the head and computing its
impedance by solving Maxwell equations for several time-steps during the
cardiac cycle - is computationally huge and numerically challenging. To
overcome these issues, we developed an accurate and efficient method
based on the reciprocity theorem combined with verified physics-motivated
approximations to computing transient AZ(t) for a given 3+1D brain
deformation field, using a single electromagnetic simulation. The distribution
of AZ-sensitivity to local interface-motion (‘'sensitivity map’) computed as the
functional derivate of AZ with respect to local displacements.

The proposed algorithm was verified in four different (semi-)analytic
benchmarks and subsequently applied to an accurate head and neck
anatomical model (MIDA model [3]). We then used 4D brain pulsation

data from eight healthy young subjects to compute AZ(t) over the cardiac
cycle [4]. After processing the deformation data (registration of the MIDA
anatomy to the deformation data anatomy, preprocessing to remove the
background error, masking of unreliable data in CSF and nearby regions, and
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reconstruction of the missing data), we coupled this data to the sensitivity
map and computed AZ for each subject. The method is also being validated
using a prototype device (PEM1, Cephalotec, Horgen, Switzerland).

Using principal component analysis, correlations between the simulated
non-invasively measurable signal and features (rotation, motion, volume
change) of brain pulsation were extracted.

Results and discussion

1D, symmetric and asymmetric 2D, and 3D benchmarks were developed
for verification (see Fig. 1). The relative error between the analytic solution
and the proposed method is below 10% (worst-case), demonstrating the
algorithm accuracy. The method was applied to the MIDA model and
coupled to deformation data (see Fig. 2). Subsequently, the sensitivity map
and processed deformation data were combined to compute AZ for all
eight subjects. Figure 2 shows the electrode configuration, corresponding
sensitivity map on the cortex, capacitance change (AC) and resistance
change (AR) for one subject and the average for all eight subjects.

(a)

o
@

Vo/2 (®)—1 ©

——— 2D symetric B

/_\ 4! |—2D asymetric
—3D

3 /f

o

N e s

relative error (%)

o

s

—VO/Z 2 ) 4 6 ) 80 2 _ 4 6 ) 8 10
relative geometry pulsation (%) relative geometry pulsation (%)
FIGURE 1
Verification results obtained for the 1D, 2D, and 3D benchmarks (dQ is the electric charge variation, which is
trivially convertible to AZ). (a) Geometry of 2D symmetric benchmark (as an example), (b) dQ computed using
the (semi)analytical solution (solid lines) vs dQ from the developed method (dashed lines), and (c) relative error
between (semi)analytical solution and the proposed method.
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FIGURE 2

Top row: visualization of the processed deformation data; middle row: MIDA model, electrode configuration,
and absolute value of the sensitivity map on the cortex; bottom row: AC (capacitance change) and AR
(resistance change) for one subject and the average of all eight subjects together with the linear correlation
coefficient and the correlation between AC and AR and the brain pulsation features (AV(, - CSF volume

change, T: brain motion, R: brain rotation)

In this study, we developed an efficient and robust method for solving
dynamic electromagnetic problems and verified it. We used the new method
to compute transient AZ as a non-invasive ICP biomarker. Statistically
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significant correlations between inter-subject differences in the (simulated)
non-invasively measurable signal (i.e., capacitance and resistance change)
and brain pulsation features demonstrating its potential as a non-invasive
biomarker. This study paves the way toward experimental validation of the
proposed method using the Cephalotec device.
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Introduction/Motivation
Connectivity structure is essential to understanding the activity and function
of neuronal networks in the central nervous system. While the long-range
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connectivity in the macaque cortex has been thoroughly studied [1, 2], little
is known about the microscale connectivity within cortical areas and across
cortical layers—"the microconnectome”— outside of the early sensory and
primary motor areas. It has been hypothesized that the microconnectome
follows a canonical motif across the cortex, but quantitative measurements
to date are still insufficient to fully verify this claim. Here, we present a novel
method to estimate the microconnectome from neuronal spiking activity
across the visuo-parieto-frontal gradient and thus shed light on the extent to
which it is canonical across the cortex.

Methods

We measured the resting-state activity from several cortical areas (V1, V4, M1,
PMd, dIPFC) in macaque monkeys (Macaca mulatta) [3-6]. From the spike-
sorted activity, we calculated several single-neuron summary statistics for 10 s
data slices, quantifying the firing rates, irregularity, and correlations. Figure 1
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FIGURE 1

Overview of experimental data and summary statistics. A) Schematic representation of the data recording
location [3-6]. B) Sample recordings of simultaneous spike trains from each dataset for a 10 s window.
Superscripts refer to the subject name. C) Summary statistics of the single-unit spike trains. Each point in the
scatter plot corresponds to a 10 s spike train of a single neuron. CC refers to the cross-correlations of the
neuron with all other neurons in the recording. D) Variance explained by the first four principal components
(PC) of the multi-dimensional summary statistics.
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shows a summary of the spiking data and summary statistics for all the areas
studied. The analysis was implemented using the NetworkUnit framework to
ensure reproducibility and interoperability [7]. We then introduce a custom
optimization algorithm [8]—a combination of random search, gradient descent,
and genetic algorithms—which we use to estimate anatomical parameters
from the multi-dimensional summary statistics. The optimization algorithm was
implemented in the learning-to-learn (L2L) framework [8]. The cost function

of the optimization algorithm is the Wasserstein distance between the multi-
dimensional summary statistics of the experimental and model activity.

Results and discussion
To elucidate whether the resting-state activity is a unique signature of each
cortical area, we test the differences of the multi-dimensional summary
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FIGURE 2

Proof of concept of the optimization algorithm using synthetic data from a random balanced spiking neuron
network. A) Variability of the Wasserstein distance (WS) in the target simulation when recording only a certain
fraction of the neurons in the model. B) Progress of the optimization algorithm, showing lowest WS overall
and within each generation. C) Pairplot of estimated parameter sets.
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statistics across areas and layers. Indeed, a multivariate analysis of variance
(MANOVA) reveals significant differences between cortical areas within and
across experiments.

Furthermore, we demonstrate the validity of our optimization method by
first applying it to synthetic data. Our method can correctly estimate the
connectivity parameters of a small balanced spiking neuron network, from
the multi-dimensional summary statistics of spiking activity alone (Figure 2).
Further work will include adapting the methods to larger models [9] and
estimating the connectivity parameters from the experimental data.
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Introduction/Motivation

In neuroscience, recurrent neural networks (RNNs) are popular models

for cortical neural networks. Machine learning training algorithms provide
networks in terms of weights, from which task-relevant features are identified
[Runyan et al. 2017], or the dynamics of latent features are studied [Mante &
Sussillo 2014]. This process is very appealing because it allows neuroscientists
to generate testable hypotheses before running costly experiments.

However, a neural network trained with machine learning tools might not
provide the same solution as biology [Schaeffer et al. 2022]. This poses a
problem, because it implies that we cannot generate hypotheses by blindly
trying machine learning procedures. To address it, we need to find which
types of solutions machine learning can find, and which are outside of its
range, so that we can identify the solutions that are outside of its range.
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We focus on Backpropagation Through Time (BPTT), the most common
algorithm for training RNNs. We study its ability to learn to imitate

the dynamics of a RNN in a simple setting where the solution can be
characterized using tools from systems and control theory.

Methods
Teacher student training:

A key problem in neuroscience is that we usually do not know the underlying
solution found by the brain. In this work we sidestep this problem by using
a teacher-student setting, where a filter (the teacher) receives an input time
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FIGURE 1

A) We generate training data from a FIR (top left) or IIR filter (bottom left), fit a single-layer linear RNN (top
right) using BPTT and count the overlaps between their zeros or poles in the complex plane (middle). B) The
training loss of RNNs imitating IIR filters diverges more often than for RNNs imitating FIR filters (not-
significant). C) The zeros of the RNN overlap more often with the zeros of the FIR filter it imitates than do its
poles with those of the IR filter, across a range of filter orders. D) BPTT finds fewer poles as the largest pole of
an IR filter approaches the unit circle (the shaded envelopes correspond to the 95% Cl of a bootstrapped

linear regression).
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series (Gaussian white noise), and generates an output (Figla). The student
network can observe both the input and output to the teacher, and it is
trained with BPTT to imitate the teacher. This setting allows us to know the
dynamics of the teacher, which we can then use to evaluate how well the
teacher and student align.

Characterizing Linear Systems

Even if we have a teacher-student setting, we need to be able to evaluate
how different the student and the teacher are. This is not evident, as different
networks can implement the same underlying computation with the same
latent dynamics [Bishop 2006]. Here, we focus on linear systems like linear
RNNs whose dynamics we can fully characterize in terms of the poles and
the zeros [Oppenheim et al, 1996].

In linear RNNs, the poles of a filter correspond to its feedback architecture,
while the zeros encode its feedforward structure. To investigate how well
BPTT can characterize feedforward and feedback structures, we focus on
two architectures:

* Finite Impulse Response (FIR) filters, which have only zeroes and are thus
purely feedforward.

* Infinite Impulse Response (IIR) filters which have only poles and are thus
purely feedback.

Comparison of the student RNN with the constructed filter

The zeros or poles of a student RNN can be estimated from its impulse
response or the eigenvalues of its recurrent weight matrix [Kaufmann, 1973],
respectively. This allows us to compare the dynamics of the filter and RNN
in the complex plane, counting the overlaps of their poles or zeros within

a small radius (less than the 5th percentile of distances between the filter's
poles or zeros).
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Results and discussion

BPTT finds the zeros of FIR filters more easily than the poles of the IIR filters
(Figlb). This trend is exacerbated as the order of IIR and FIR filters grows,
with more complex models being harder to fit but with IIRs being notably
harder (Figlc). Since IIR filters represent the recurrent part of the dynamics,
we hypothesize that a system that is more strongly driven by recurrent
dynamics would be harder to fit. Indeed, BPTT imitates IR filters more poorly
as the largest pole approaches the unit circle (where recurrent dynamics are
strongest; Figld). This suggests exploding gradients as the reason for which
RNNs struggle to learn as the length of filters grows [Pascanu et al, 2012].

Problematically, finding only some of the poles of an IIR filter leads to poor
out-of-distribution generalization (Fig2a). In this case, an RNN may still
imitate the filter's response to input from the data distribution on which it
was trained (Gaussian white noise; Fig2b) but fail to do so in response to data
outside this distribution is fed into the RNN imitates (impulse; Fig2c).

Our work suggests that BPTT is biased towards feed-forward solutions. In
particular, as feedforward structures - like FIR filters - can be specified using

-- Teacher
20 Student

— Input
-= Teacher
Student

Amplitude
°

x Poles « Eigenvalues
FIGURE 2
A) the eigenvalues (i.e. poles) of the RNN partially overlap with the poles of the imitated IR filter. The output of

the RNN and the corresponding IIR filter are similar when supplying Gaussian white noise as an input (B) but
differ when inputting a single impulse (C)
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only zeros (no poles), BPTT discovers them more easily than strong recurrent
structures — like IIR filters.

This bias raises concerns about the applicability of BPTT in modeling
neural circuits that are often close to the instability threshold [Wilting and
Priesemann, 2019; Cocci et al 2017].

Future work should characterize the failure of BPTT to find the right network
structure for other tasks and non-linear networks, potentially by combining
dynamical systems with statistical learning theory [Boussange et al, 2022].
Another line of research is to study other algorithms that can be used to train
RNNs or design variants of BPTT that could alleviate the current problems.
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Introduction/Motivation

The alternation of wakefulness and sleep supports the brain energetic and
cognitive efficiency in a large variety of high-level functions: among them, the
capability of fast incremental learning from a few noisy examples, as well as
the ability to associate similar memories in autonomously-created categories,
to combine contextual hints with sensory perceptions and to maintain

the metabolic cost of brain functions within a budget notwithstanding the
progressive increment in knowledge and performancel[l][2]. Sleep is known

to be essential for a performance, but the mechanisms underlying its role

in supporting learning and energetic management are still to be clarified.

This work leverages the recent experimentally driven hypotheses of apical
isolation and apical drive[3][4] principles to induce in a model some of the
favourable energetic and cognitive effects associated to NREM and REM sleep,
reconciling the experimental observation of [5][6]. Also, we follow the apical
amplification[7] concept to combine context and perception during awake
learning. This way, we added REM to the brain states accessible to the thalamo-
cortical spiking model [1][2] that demonstrated the effects of incremental
awake-NREM learning cycles. Specifically, we investigate both the effects of
sleep on the internal synaptic structure of the network and on its neural activity
in a two-area model. We demonstrate the homeostatic effect of slow-wave
and dreaming-like phases of sleep on cortico-cortical synapses performing
multiple sleep cycles and we show the consequent beneficial energetic
consumption effects while keeping the sleep-induced cognitive effects.
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Methods

In this work, we improved to REM simulation the data-driven thalamo-
cortical spiking model[1][2] that was already able to carry out cognitive tasks
(such as object recognition or decision-making), while expressing realistic
brain dynamics in different brain states (AWAKE and NREM). In particular, the
model now is able to experience AWAKE NREM and REM cycles through the
modulation of adaptation, synaptic asymmetry and inhibitory conductance
parameters. Specifically, we implemented a multi-area thalamo-cortical
spiking model in NEST[8] made of adaptive exponential conductance based
excitatory and inhibitory neurons: the thalamic layer projects into the cortical
layer through feed-forward synaptic connections. The cortical layer, in

turn, is organized into two areas recurrently and reciprocally connected, as
depicted in Figure 1A. Also, the cortex project towards the thalamic layer
through top-down back-ward connections. During the awake phase, a visual
input[9] is encoded into the thalamic layer and projected to the cortical one:
each area in the cortex has access to a different portion of the visual input
with a region of overlapping. Plastic synapses are updated in the training and
sleeping phase through a STDP ( Spike-timing-dependent plasticity) synaptic
rule. The training of the network is implemented with a combination of lateral
contextual and perceptual signals to correctly sculpt the synaptic weight
encoding for the learnt examples, analogously as in [1], in accordance with
an Apical Amplification situation[7]. The training protocol is unsupervised,
meaning that no information concerning the perception class is provided to
the cortex. During the classification phase, on the other hand, the network
is provided with a perceptual signal only. In the sleeping phase, the network
is not exposed to any perceptual signal and is stimulated by a random lateral
signal. During REM sleep the network adaptation is decreased with respect
to the awake state [12] while all cortico-cortical connections are active and
plastic, in particular those connecting the two areas, implementing an Apical
Drive-like situation[3,4]. To emulate the NREM sleep, on the other hand, the
adaptation is increased [12] and inter-area cortico-cortical connections are
cut, in accordance with the Apical Isolation principle[3,4].
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FIGURE 1

Awake-NREM-REM cycle. A) Network structure: two-area thalamo-cortical model with interconnected
cortical populations in awake, nrem and rem phases (Apical Amplification[7], Apical Isolation and Apical Drive
principles [3,4]) B) Rastergram (upper) and Spectrogram (lower)of network cortical activity across one
awake-NREM-REM cycle. The dashed horizontal red line separates neurons belonging to different areas;
Coloured brain hemispheres icons depict whether inter-areal connections are active or not during simulated
brain states C) Network's Power Spectral Density (left) and Neuron Mean Firing Rate (right) in awake, NREM,

REM stages. The dashed vertical lines indicate awake pre-sleep distribution sextiles. Results are comparable
with what experimentally observed[11,5].
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Results and discussion

First, we show the network is able to perform one AWAKE-NREM-REM cycle
and to reproduce rhythms comparable with experimental data (FiglB-C), then
we studied the effects of two sleep cycles on both classification performances
and energy consumption (fig2A-B). To show such effects on the network
cognitive tasks, we tested the classification performances when classifying the
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FIGURE 2

Effects of sleep on synaptic structure and network performance. A) Network Mean Firing Rate (purple) and
Power Consumption (light-blue) change and Classification Accuracy (orange). Horizontal dashed lines make
the comparison with monocular (red) and binocular-like (blue) K-Nearest-Neighbour 4 algorithm B)
Homeostatic effects of sleep: box-plots describing the cortico-cortical synaptic weights distribution dynamics
across two awake-nrem-rem cycles. C) Spectrogram of the cortical network activity during 2 sleep cycles.
Only the first 25 seconds of the activity of each stage are reported here.
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MNISTI[9] dataset after a balanced training over 5 examples belonging to 10
classes (averages shown in the graphs are performed considering 40 training
subsets). The firing rate cumulative distribution and power spectra of the
network activity during awake classification, NREM and REM stages (shown in
Figure 1B-C) are comparable with what is expected by experimental biological
recordings [5,11]. In Figure 2B we show the homeostatic effect of sleep

on cortical synapses leading to a general reduction of the cortico-cortical
synaptic weights and the sharpening of the distribution. This is reflected

on the classification and energetics network performance: as depicted in
Figure 2A classification accuracy is assessed stable across sleep, close to the
theoretical upper-limit imposed by a binocular-like K-Nearest-Neighbour
algorithm (KNN4-2D, Fig2A). Whereas, network mean firing rate and power
consumption show a significant decrease (about 5%, 50% respectively). Last
in Figure 2C we show in detail the spectrogram of the cortical activity during
each state experienced by the network, in order to highlight the different
oscillatory behaviour of each brain state.
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Introduction/Motivation

The advancement of neuroscience is currently generating big brain data
and brain datasets (Fothergill et al., 2019)large-scale data collection and
analysis enabled by novel and emergent technologies. Each step of this
work involves aspects of ethics, ranging from concerns for adherence to
informed consent or animal protection principles and issues of data re-use
at the stage of data collection, to data protection and privacy during data
processing and analysis, and issues of attribution and intellectual property at
the data-sharing and publication stages. Significant dilemmas and challenges
with far-reaching implications are also inherent, including reconciling

the ethical imperative for openness and validation with data protection
compliance and considering future innovation trajectories or the potential
for misuse of research results. Furthermore, these issues are subject to

local interpretations within different ethical cultures applying diverse legal
systems emphasising different aspects. Neuroscience big data require a
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concerted approach to research across boundaries, wherein ethical aspects
are integrated within a transparent, dialogical data governance process. We
address this by developing the concept of \"responsible data governance,\"
applying the principles of Responsible Research and Innovation (RRI which
are used for various purposes and also exist in various collaborative platforms
which have been developed as standards for neuroscientists to share, use,
build analysis tools, and store brain data (Teeters et al., 2015). These brain
data and datasets are generated and reside in various brain projects across
various jurisdictions, therefore are governed using various ethical and legal
principles (Rommelfanger et al., 2018; Eke et al.,, 2021). Ethical and legal
principles serve as tools to enhance the efficient management of data to
depict data governance and are considered to reflect societal expectations,
public values, and norms. The importance of ethical and legal principles

has been highlighted in the field of brain data through the development of
neuroethics which provides a set of ethical tools for informing the design
and conduct of neuroscience research (llles and Bird, 2006; Stahl et al.,
2018). These highlights the ethical, legal, and social implications of brain
data research as brain data is considered to be neuroexceptional (Hallinan

et al,, 2021) there have been significant advances in the sciences concerned
with the brain and its functions. As science has advanced, the scientific and
practical utility of neurodata — data concerning the nervous system’s nature,
structure and function — has also grown. This expansion in utility, however,
has brought with it ever increasing ethical and legal scrutiny on the legitimate
use of neurodata. There is every reason to believe that the expansion in

the scientific and practical utility of neurodata, as well as the increased
attention given to attendant ethical and legal concerns, will continue

apace. It seems likely that many of the forthcoming legal discussions will
concern questions as to whether the collection and use of neurodata should
be subject to specific and novel legal, ethical considerations: questions

of neuroexceptionalism. In order for such discussions to take place in a
structured and logical manner, a framework, in the form of an elaborated set
of boundary conditions, for what constitutes a legitimate neuroexceptionalist
position, is necessary. Unfortunately, no such framework has hitherto

been elaborated. This paper attempts to fill this gap by elaborating such a
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framework in the form of relevant boundary conditions in relation to: i and
the neglect of ethical and legal principles in the generation of data may
prevent successful collaboration between brain research projects (Stahl et al.,
2018).

However, despite the need for collaboration among neuroscientists the
application of brain data across different jurisdictions for a variety of
purposes present various challenges to researchers and collaborations
(Minielly, Hrincu and Illes, 2020; Esther Landhuis, 2017) giving rise to ethical,
legal, and social concerns in an era where data sharing and collaborative
research is depicted as a catalyst for scientific discovery (Lefaivre et al., 2019).
Some of these challenges may be due to varying ethical, legal, cultural, or
even scientific standards which vary across jurisdictions and may influence
the usage and application of brain data. Furthermore, despite an agreement
that brain data research should be ethical and legal, there is a debate about
what ethical and legal requirements, principles and best practices should be
attained to achieve its realisation which will promote the governance of brain
data globally (Eke et al., 2021). Therefore, this justifies the main objective of
this research which is to identify legal and ethical principles related to brain
data and to understand how these legal and ethical principles influence brain
data governance.

Methods

For our methodology we adopted a systematic scoping review and

thematic analysis of 89 sources focused on biomedical, neuro and brain

data governance to identify the ethical and legal principles which shape

the current brain data governance landscape. To promote reproducibility,

we adopted the Preferred Reporting Items for Systematic reviews and
Meta-Analyses (PRISMA) 2020 framework which is a reporting guideline

or framework designed to address poor reporting of reviews which are
systematic in nature. The following inclusion and exclusion criteria were used
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Inclusion criteria:
e PubMed and Scopus

» Papers on data governance principles but solely focused on biomedical
data, brain data or neuro data.

Exclusion criteria:

» Not substantially about principles of data governance, i.e., data gover-
nance is not the topic of investigation, but referenced and relevant empi-
rical research involving data governance but focused on other topics not
related to brain data, neuro data or biomedical data

e Papers on data structure and ontologies
e Not in English Language

A search strategy was developed using the Pubmed and Scopus databases
which initially generated 230 publications. After applying our inclusion and
exclusion criteria also with the removal of duplicate results, 89 articles which
met the inclusion criteria were exported to Nvivo 12 (NVivo Data Analysis
Software, 2021) for analysis. One cycle of manual coding and one cycle

of code mapping was carried out within the Nvivo qualitative data analysis
software. Before the coding cycle a top-level coding scheme was developed
to deductively and inductively capture the themes pre-empted by the focus of
our study. The deductive strategy focused on the use of well-known ethical and
legal principles as guided by neuroethical literature, while the inductive strategy
focused on identifying ethical and legal principles which were induced by the
analysis and therefore emerged from the coding process. For the theming of
ethical and legal principles two iterations of theming were carried out and we
relied on prior knowledge (deductively) and on knowledge induced by the
analysis (inductive) but rooted in normative ethical literature. These includes
baseline ethical principles used in data ethics, data governance, and biomedical
ethics.
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Results and discussion

Out of the 89 articles analysed only four provided a definition of data
governance. This highlights the contribution of this study and shows that
there is need for more contribution to the definition of data governance in
the context of brain data. A total of twenty-four overarching ethical and legal
principles emerged from the analysis as illustrated in Table 1.

Discussions were highly focused on consent and privacy which shows that
researchers are highly influenced by ethical and legal issues around consent
and privacy. Discussions around consent focused on the different types

of consent such as specific or traditional, general or blanket or broad or
dynamic, and altruistic consent. Issues around opt-in and opt out models
were also the focus of discussions around consent. While in terms of privacy
the focus was on privacy by design, physical privacy, informational privacy,
decisional privacy, and proprietary privacy. The results also revealed that
there is currently a large variation of how the principles are presented and

TABLE 1: Ethical and legal principles identified from the analysis

Consent, Privacy Very high

Accountability, Anti-Discrimination,
Autonomy, Beneficence and Non-
Maleficence, Bias, Confidentiality,
Dignity and Respect for Persons,
Fairness, Integrity, Justice,
Proportionality, Protection and
Security, Transparency, Trust, Solidarity, | Medium
Independence, Responsibility,
Engagement, Ownership, Legal basis

Neurorights, Retention and Very Low
Destruction
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discussions around the terms are very multidimensional with different
definitions and recommendations. Some of the principles are still at their
infancy and are barely visible in current discussions most especially the
principle of neurorights and the principle of retention and destruction of
data as these had only one reference in the coding cycle. This is important
because countries like Chile have enacted a fully functional neurorights law
and data management plans have established life cycle guidelines for data
use in brain projects.

This research provides a key contribution to neuroscience research and
innovation by providing additional insights into the foundational principles
that can shape the practice and implementation of data governance in
the context of brain data. The study will inform researchers and research
institutions, brain research initiatives and projects, governmental and
intergovernmental organizations, funding organisations and other relevant
stakeholders involved in the advancement of brain data and neuroscience
research. With the application of brain data in the development of
neurotechnologies such as direct to consumer neuro-wearables gaining
momentum, this study also brings important ethical and legal discussions
under the radar of industry leaders at the forefront of brain data related
technologies.

Further research is currently being carried out as part of the overall research
to understand the ethical and legal perceptions of key stakeholders
(neuroscientists) in different brain projects on a global scale around the
identified principles. Understanding the ethical and legal principles that
influence key actors in different projects will provide the framework for
understanding how ethical and legal principles are applied in different
projects and how ethical and legal principles influence data governance in
neuroscience.
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Introduction/Motivation

Alzheimer's Disease (AD) is a neurodegenerative disorder which produces

a progressive alteration in the patient’s physiology. One of its most
characterized electrophysiological biomarkers is an increased static
functional connectivity (sFC) in the default mode network (DMN), which has
been linked to a excitation/inhibition balance dysfunction [1] and to a further
progression in the AD spectra [2]. This electrophysiological activity emerges
in the brain while in a resting state, meaning that the individual is not engaged
in any specific task, and can be detected as a pathological increase in phase
synchronicity estimators such as phase locking value (PLV) in neural activity in
the alpha band (8-12 Hz) [1, 2]. Thus, restoring this basic psychophysiological
phenomenon could help improve the performance of related functional
networks and, consequently, the cognitive state in AD patients.

In this regard, transcranial alternate current stimulation (tACS) seems to be

a promising tool. tACS is a technique that consists in introducing alternating
currents on the brain through disc or pad electrodes placed on the scalp of
the head, and it entrains neural activity at a particular frequency in a non-
invasive fashion. This means we might be able to modulate both inter and
intra sFC, by facilitating neural activity at a specific frequency in one or more
brain areas.

Additionally, most research on functional connectivity has been based on
static descriptions of this phenomena, and only in the last years a growing
body of literature has taken advantage of the information contained in its
temporal features, building the concept of dynamic functional connectivity
(dFC). dFC has been demonstrated to have an important role in arousal and
consciousness state [3], attention modulation [4], and even in development
of dementia and neurodegenerative disorders [5]. Regarding dFC in
Alzheimer's Disease, a recent study observed a dFC generalized decrease

in AD patients, which might be related to alterations of GABAergic receptor
subunits, the depression of cholinergic inhibitory activity, the decrease in
inhibitory neurotransmission or the enhancement of excitatory glutamatergic
receptor activity [5], alluding again to an E/I imbalance [1]. While tACS effects
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on power have been widely demonstrated, the effect of tACS on both static
and dynamic FC is still unknown, which this study investigates.

Given that tACS recruits neural populations activity around one specific
frequency, we expect to find a local increase of sFC and a decrease of dFC
over the stimulated areas, pinpointing a possible future treatment for AD
patients.

Methods

Healthy controls with ages ranging from 25 to 54 years had their
magnetoencephalographic (MEG) activity registered in a 5-minute resting
eyes-closed recording in an Elekta Neuromag MEG system, twice before and
once after 20 minutes of tACS verum/sham stimulation at their individual
alpha-peak frequency (IAF) as showed in Figure 1, measured from the pre-
stimulation MEG recordings at parietooccipital sensors. The device used for
applying tACS was a NeuroConn DC-Stimulator Plus, and sponge electrodes
were placed over Cz and Oz (Figure 2). Verum stimulation intensity was

set to 3mA peak-to-peak, while those undergoing sham stimulation only
received stimulation during the fade-in and fade-out periods (30 seconds
each). After MEG cleaning, pre-processing, and source reconstruction,
functional connectivity was estimated through PLV with a 4-seconds long
sliding window, and intrarregional change in PLV () as well as change of

MEG Acquisition and Stimulation

Resting
w ROC pre_1 ROC pre_2

tACS/sham

\ ROC post
10 min b4

5 min 5 min [ tacs 5 min

Individual Alpha-peak Frequency (IAF) 20 min

FIGURE 1

MEG recording and tACS stimulation protocol

81 frontiersin.org



a frontiers 7" HBP Student Conference on Interdisciplinary Brain Research

Injected current (mA) Electric field (V/m)
1.5

0.16

0.14

FIGURE 2
In the left, electric field elicited by tACS over the MNI, calculated with ROAST [7]. On the right, an example of
the tACS stimulation setting on a participant.

standard deviation of PLV () in the areas directly below stimulation electrodes
(Precuneus and Calcarine fissure), where the effects were supposed to be
strongest, was statistically compared between groups.

Results and discussion

To our surprise, no intraregional sFC changes were observed between groups
in the Precuneus ( = 0.3240). However, a significant increase in variability was
found ( = 0.0373). On the other hand, the Calcarine fissure showed an almost
significant change in intrarregional sFC ( = 0.0534), and a significant decrease
in standard deviation ( = 0.0431) as seen in Figure 3. No significant changes
were observed in the sham group. While not meeting our expectations, we
think that our diverging results might explain the extent of our capability to
entrain different brain areas with tACS. Firstly, we were not able to change
sFC at the Precuneus, but we could do so at the Calcarine fissure. Secondly,
the direction of the change in intraregional standard deviation of FC might
be linked to these facts. According to Jesus et al. [6], highly connected areas,
such as the Precuneus, might be harder to entrain than less connected

brain areas. Is might explain why we were not able to change the mean FC

in the precuneus, but were able to increase the variability of FC, by pulling
the frequency away from its natural oscillation frequency at limited times.
The calcarine fissure, having its mean FC almost significantly changed, was

82 frontiersin.org



a frontiers 7 HBP Student Conference on Interdisciplinary Brain Research

Change in PLV standard deviation - Precuneus Change in PLV standard deviation - Calcarine Fissure
J— —_

I

002

0015

0,005 -

°

*
p=0.0373

*
p=00431

&
s

PLV standard deviation
°
PLV standard deviation

-0.005

-002

0015 4 -003

Sham Verum Sham Verum
FIGURE 3
Boxplots showing the change in PLV standard deviation in both Precuneus (right), and Calcarine Fissure (left)

highly entrained to the external stimuli, thus decreasing the variability of
its FC. Another reason behind these results might be the adjustment of the
frequency of stimulation and the natural oscillating frequency of these two
brain areas, which we will investigate in the future. There is still so much
more work to do, so we encourage research to further investigate around
this topic.
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Introduction/Motivation
After losing a limb, up to 87% of amputees suffer from painful sensations
in the now missing limb [11]. One explanation for the origin of such
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phantom limb pain (PLP) is that after amputation, the area in the primary
somatosensory cortex (S1) representing the missing limb is now deprived of
sensory input leading to cortical reorganization, such that somatotopically
adjacent brain areas shift or enlarge into the affected region - a maladaptive
process leading to pain [4]. Several studies confirmed a correlation between
the intensity of PLP and a reduced distance between the estimated
representation of the phantom hand and the representation of the lip of the
affected side compared to the healthy side in S1 in upper-limb amputees
le.g., 4,5,7] and therapies have been developed to reverse this effect [e.g.,
3]. However, sensory deprivation occurs not only after amputation but also
after brachial plexus avulsion (BPA). Although studies show that patients
with BPA report similar sensations to amputees in the affected limb [8]

and the number of publications concerning BPA rapidly increased over

the past 10 years [9], only few studies investigated a link between pain and
reorganization in such patients [2]. However, if sensory deprivation in S1 leads
to maladaptive plasticity, these maladaptive changes should also be present
in patients suffering from pain after BPA. Accordingly, the present study aims
at a) ascertaining the extent of cortical reorganization in S1 in patients with
BPA and PLP-like pain, b) investigating a possible link between the amount
of reorganization and pain intensity and c) comparing the phenomenon
between patients with BPA and amputees.

Methods

3 patients with BPA and 3 patients with transradial amputation were included
in the study. All patients reported pain in the affected limb for more than 3
months. Somatosensory evoked fields during air-puff stimulation of both
corners of the lower lip and the phalanx of the healthy thumb were measured
using magnetoencephalography to estimate the respective representation in
S1. Source reconstruction was conducted under the assumption of equivalent
current dipoles. As the affected thumb could not be stimulated, its cortical
representation was estimated by mirroring the location of the healthy thumb
along the longitudinal fissure. A reduced distance between the center of
gravity of the lip and thumb representation in the hemisphere contralateral

to the injury compared to the distance in the ipsilateral hemisphere depicts
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a cortical reorganization. To avoid reliance on the estimation of the affected
thumb representation, a second method to assess cortical reorganization
was used in which, after mirroring the representation of the healthy lip along
the longitudinal fissure, the center of gravity of lip representations were
compared. In healthy participants, a distance of less than 6 mm between lip
representations is found [10]. Hence, a distance greater than 6 mm between
lip representations indicates a shift of the lip in the hemisphere contralateral to
the affected side and, therefore, cortical reorganization. For pain assessment,
patients were asked to describe the intensity of acute pain in the affected
limb directly before and after measurement using a O (no pain at all) to 10
(worst imaginable pain) numeric rating scale (NRS). For a deeper comparison
of symptoms between groups, pain was additionally assessed in detail using
the German version of the neuropathic pain symptom inventory (NPSI) and
the German short-form of the McGill Pain Questionnaire (MPQ). Spearman'’s
rank correlation was used to assess the relationship between cortical
reorganization and pain.

Results and discussion

Results show a reduced distance between the estimated lip and thumb
representation on the affected side compared to the healthy side and a
distance greater than 6 mm between lip representations in all participants,
indicating cortical reorganization in all patients irrespective of group
membership (Figure 1). Likewise, participants in both groups show little
differences in pain characteristics. However, no correlation between pain and
amount of cortical reorganization was found, possibly due to little variance

in pain and small sample size (Table 1). Results of the present study suggest
similar underlying mechanisms of pain in patients with BPA compared

to amputees. An adaptation of therapies aiming at reducing PLP through
cortical retro-reorganization might be possible. The study helps to expand
these considerations and thus improve the treatment of pain in the context
of BPA, which is particularly relevant given that such injuries occur primarily
in young people in their prime working years [6] and an increasing number of
patients with BPA over the past years [1].
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FIGURE 1

A. Cortical reorganization measured by the distance between lip and thumb representation. All participants
show a smaller distance in the hemisphere contralateral to the affected side than in the hemisphere
contralateral to the healthy side, indicating cortical reorganization. B. Cortical reorganization measured by the
distance between the representation of both lips. A maximum distance of 6 mm is expected in healthy
individuals [10], which is exceeded by all patients in the present sample, indicating cortical reorganization.

TABLE 1: Minimum, maximum, mean and standard deviation pain values assessed using the numeric rating

scale (Mean between pre- and post-measurement assessment of momentary pain), the German version of the
neuropathic pain symptom inventory (total score) and the German short-form of the McGill Pain Questionnaire
(total score). Spearman’s rank correlation was computed to assess the relationship between pain measures and
cortical reorganization measured by a) the difference in the distance of lip and thumb representations on the
healthy compared to the affected side (higher values indicate greater reorganization) and b) the distance between
lip representations (higher values indicate greater reorganization). As a positive correlation was expected, a one-
sided test was computed. No correlation reached significance

Difference
between Distance
distances on between lip
healthy and representations
affected side
Min Max M SD rho p rho p
NRS 200 330 277 050 -0.58 .885 -0.52 .853
NPSI  13.00 57.00 29.33 1573 0.37 .249 0.66 .088
MPQ 14.00 30.00 2183 6.18 0.03 .500 0.49 178
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Introduction/Motivation

The brain is a highly complex structure that fulfills essential functions

for life and whose study can be approached from multiple perspectives:
psychological, anatomical, functional, molecular, etc. In this project

we focused on the anatomical and functional perspectives. Functional
connectivity (FC) quantifies the statistical interdependence between two

or more brain activity signals recorded simultaneously (Garcés et al., 2016)
and is used to define different brain networks, while structural connectivity
(SC) studies the structural interconnections through white matter fibers
between neural populations (Ramirez, 2021). We have hypothesized that both
connectivities, structural and functional, had to be related.
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FC was studied using magnetoencephalography (MEG) recordings, focusing
on the default mode network (DMN) and its activity in the alpha frequency
band (predominant when the brain is at rest). SC was evaluated by diffusion-
weighted images (DWI), obtained in the same patients who carried out the
MEG recordings, have been used. These images have been processed to
calculate diffusion tensor images (DTI). Finally, once both connectivities
have been obtained, the correlation between them has been studied, both
at the individual and population levels. Additionally, the way in which this
relationship affects the structure of the DMN itself has been examined.

In the first approach, the relationship between FC and SC in participants with
non-pathological aging has been studied, however, in the database we have
records and images of participants with mild cognitive impairment (MCI) and
relatives of Alzheimer's patients. The main idea of the project is to continue
with the analysis and study the two remaining groups, in order to later be
able to evaluate the possible differences between these three groups.

Methods

Participants

To ensure working with a sample of non-pathological aging, we selected
those participants who were over 50 years old, who did not show any signs
of cognitive impairment, that is, a Mini-Mental score of more than 26, and
who had optimal SC and FC recordings. After the selection, the resulting
database consisted of 164 control participants.

T1, DWI and DTI
Before the analysis, a preprocessing of the T1 anatomical images and DWI

images had to be done, and the DTl images had to be calculated from the
information contained in the DWI. The steps followed were:

1. DWI images preprocessing

2. Tl images preprocessing and segmentation
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3. 5TT images calculation (only the dimension that represented the line that
separates the gray matter from the white matter was selected)

4. T1 (segmented) and 5TT images (only the dimension mentioned above)
registration

5. Estimation of the GM, the WM and the cerebrospinal fluid response functions

6. The probabilistic fiber orientation map was generated by calculating the
Fiber Orientation Distribution (FOD)

7. Finally, the tractography was calculated

MEG
For the MEG signals recordings, the participants remained seated in a chair

with their eyes closed in a state of rest for 4 minutes.

After the signals acquisition, it was necessary to eliminate the noise present
in the MEG. MEG data were automatically reviewed for eye, muscle, or
jump artifacts. After that, the artifact-free data were divided into 4-second
segments. Before source reconstruction, MEG time series were filtered

in an Alpha frequency band. After the preprocessing, the signals were
reconstructed in the source space, which was carried out independently for
each participant. Finally, for each source, the Phase-Locking Value (PLV) was
estimated as a measure of FC.

Using as reference the Automated Anatomical Labeling (AAL) atlas (Tzourio-
Mazoyer et al., 2002), the DMN is formed by 22 cortical areas. Therefore, only
the sources that were part of one of these 22 cortical areas were selected.
The estimated PLV of each cortical area was calculated as the average PLV of
all the sources belonging to that area. The result for each subject is a matrix
of 22x22 PLV values.
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Statistical analysis
Analysis |: the existing correlation between SC and FC is studied for all

the connections between the 22 ROIs involved in the DMN (relationships
between the SC and FC values of the 231 links (22 x 21/2) of the DMN). This
correlation was calculated using Spearman’s correlation coefficient and was
carried out first at the population level (231 x 164 values) and subsequently
studying the distribution of the mean correlation values obtained for each
participant.

Analysis II: the correlation between SC and FC was evaluated for each link
(e.g., right hippocampus connection - left cingulate gyrus) at the population
level. This analysis allowed us to check if subnetworks emerged within

the DMN based on the structure of their relationship between SC and FC
connectivities. Again, correlation was calculated using Spearman’s correlation
coefficient.

Results and discussion

The results of the first approach carried out only with participants with non-
pathological aging showed that there is a strong positive correlation between
the two types of connectivity. The significant correlation (Spearman) showed
a result of p = 0.485, as shown in Figure 1.

For the second analysis, the correlations were grouped according to the sign
of the corresponding rho. In this way, two brain subnetworks were obtained;
one composed of those links with significant inverse correlations and another
with those links with significant direct correlations. Both subnetworks are
shown in Figure 2. The inverse significant correlations subnetwork is a
network whose topology strongly resembles the DMN itself. Instead, the
subnetwork made up of the links with significant positive correlations is made
up of only three links, which basically map two anteroposterior connections
without interhemispheric crossover.
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FIGURE 1
Significant correlation for inter ROls connections: p = 0.485.

Once the results of these analyzes have been obtained, it has been
possible to conclude that there is indeed a relationship between these
two connectivities in the non-pathological aging people’s brain, this
being a positive relationship. In addition, it has been found that the SC-
FC relationship can be used to disaggregate the DMN into subnetworks
depending on the sign of the correlation found.

In short, this was the initial phase of a project in which the analyzes will

be deepened and will be carried out in different populations in order to
understand these connections and to observe if there are any changes
between the brains of healthy people or brains with some type of cognitive
impairment.
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FIGURE 2

DMN s subnetwork made up of the links whose FC and SC showed an inverse significant correlation (A) and a
direct significant correlation (B). [Parahip: Left parahipocampus . ISMG: Left Supramarginal gyrus. [Precu: Left
Precuneus. lIPG: Left Inferior Parietal gyrus. [Rectus: Left Gyrus Rectus. SFo: Left Superior Frontal gyrus,
Orbital. IACC: Left Cingulate gyrus, Anterior part. lAng: Left Angular gyrus. [Hip: Left Hippocampus. rIPG: Right
Inferior Parietal gyrus. rPrecu: Right Precuneus. rPCC: Right Cingulate gyrus, Posterior part. rACC: Right
Cingulate gyrus, Anterior part. rSFo: Right Superior Frontal gyrus, Orbital. rSFGmo: Right Superior Frontal
gyrus, Medial Orbital. rRectus: Right Gyrus Rectus.
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Introduction/Motivation

Schizophrenia (SCZ) and autism spectrum disorder (ASD) are clinically
differentiable disorders with heterogeneous symptom manifestation.
However, it is argued that these disorders overlap at several levels of
organization such as defective neural processing (Pinkham et al., 2008),
cognitive deficits (Nilsson et al., 2020), and perceptual anomalies (Lanillos
et al,, 2020) hindering differential diagnosis (Figure 1). While the aetiology
of the two disorders is currently unknown, at a deeper level, both SCZ and
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FIGURE 1

Autism Diagnostic Observation Schedule (ADOS) and Positive and Negative Syndrome Scales (PANSS) sum
scores of patients diagnosed with ASD (N=33), and SCH (N=25) in our study.
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ASD can be understood as disorders of connectivity between components
of large-scale brain-networks (Friston, 1999; Frith, 2004). SCZ has been
conceptualised as a "“Disconnection Syndrome” (Friston, 1999), and ASD has
also been referred to as a disconnection disorder (Frith, 2004).

Microstates are global patterns of scalp potential topographies that remain
quasi-stable for 60-120ms (Mackintosh et al., 2020), and they are often
referred to as the "atoms of thought” (Lehmann et al., 1998). As microstates
have been associated with known large-scale neural networks in simultaneous
EEG-fMRI studies such as the Default Mode Network (Britz et al., 2010),
alterations in microstate parameters are believed to offer a novel method to
investigate the integrity of brain networks at the subseconds-level (Michel &
Koenig, 2018). This makes it a promising tool to uncover crucial underlying
neural mechanisms of SCZ and ASD where the dysfunction of brain networks
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has been hypothesized to be of central importance. We aim to investigate
how EEG microstate parameters are altered in schizophrenia and autism
spectrum disorder, respectively, and whether these alterations can be linked to
alterations at higher levels of organisation such as cognition and behaviour.

Methods

We have recruited SCZ patients (N = 25), ASD patients (N = 33), and controls
(N = 26). Patients were diagnosed with schizophrenia and autism spectrum
disorder based on the DSM-5 diagnostic criteria (American Psychiatric
Association, 2013) prior to recruitment and have been recruited from

the outpatient units of the Department of Psychiatry and Psychotherapy,
Semmelweis University. Healthy controls who are gender-, education level-
and age-matched to both patient samples have been recruited on social
media and were screened for any psychiatric or neurological diseases. All
participants completed a battery of standardized cognitive tests assessing a
variety of cognitive functions including working memory, executive functions
and implicit memory. Subsequently, participants performed 2 minutes of
resting state with eyes closed and 2 minutes of resting state with eyes open.
We recorded a 64-channel-EEG and we performed the preprocessing and
aim to perform the microstate analysis of the EEG data in Matlab (EEGLAB).
For participants both with ASD and SCZ, symptom severity was measured
by Positive and Negative Symptom Scale (PANSS) and Autism Diagnostic
Observation Schedule (ADOS). The statistical analyses such as group
comparison of various microstate parameters (mean duration, time
coverage, and frequency of occurrence of microstate A, B, C,
D), and their association with clinical scores will be undertaken in R.

Results and discussion

While the final evaluation of our results is currently in progress, based on
previous results in the literature, we are able to establish firm hypotheses.
Based on a recent meta-analysis, SCZ is associated with increase in the
occurrence and time coverage of microstate C and decreased duration and
time coverage of microstate D (da Cruz et al., 2020). These findings seem
so robust that changes to the temporal metrics of microstate C and D have
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been referred to as a potential endophenotype of SCZ (da Cruz et al., 2020).
With regards to ASD, B microstate was found to occur more frequently, and
also had a higher time coverage, while microstate C was found to occur less
frequently (D'Croz-Baron et al., 2019). In another study, microstate A and

C were found to have lower duration, while microstate B occurred more
frequently and lasted longer, and microstate D occurred more frequently in
patients with ASD (Jia & Yu, 2019). Here, we aim to investigate the changes in
microstate parameters associated with SCZ and ASD transdiagnostically with
the same methodology, which will be an important step towards empirically
testing the disconnection hypothesis of these disorders, and towards
mapping out neural markers that aid differential diagnosis of disorders that
overlap in symptoms and behaviour.

Note(s): ADOS is a standardized diagnostic tool of ASD (Lord, 1999) and
PANSS provides a representation of positive and negative symptoms that are
prevalent in SCH (Kay et al., 1987). There is a significant overlap of symptoms
in the ASD and SCH groups when assessed by ADOS, but symptoms assessed
by PANSS can also be detected in both groups. This is in line with the theory
that ASD and SCH show several similarities in terms of behaviour. This makes
differential diagnosis challenging and underscores the need to find neural
markers that reliably distinguish between the two conditions.
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Introduction/Motivation

The mismatch negativity (MMN) is an evoked potential that indexes auditory
regularity violations [1,2]. Since the 90’s, an aberrant modulation of this brain
activity in schizophrenia has been consistently reported [3,4]. Recently, this
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alteration has been related to the presence of auditory hallucinations (AH)
rather than the schizophrenia diagnostic per se [5-6]. However, making this
attribution is rather complicated due to the high heterogeneity of symptoms
in schizophrenia [7].

Methods

In an attempt to isolate AH influences on the MMN amplitude from other
cofounding variables, we artificially induced AHs in a non-clinical population
by applying a Pavlovian conditioning paradigm [8, 9]. Thereby, a visual cue
predicted consistently a tone. During the course of the experiment the
number of trials with a visual cue only (without presenting a tone) increased.
After each trial the participants (N = 33) had to rate if they experience a tone
or not and rate their confidence in their judgements. High confident "yes”
responses were recorded as induced AHs. Before and after conditioning,

all participants faced an oddball paradigm that elicited a MMN that was
recorded with a 64-electrode EEG system. This paradigm creates a regularity
by presenting an auditory stimulus multiple times (standard), which is later
broken by presenting a distinct stimulus (deviant) which will evoke the MMN.
Two different types of deviants were presented: a frequency and a duration
deviant, as the MMN alteration seems to be especially associated with AHs
with duration deviants. In order to compare whether experiencing conditioned
AHs exert any influence on MMN amplitudes, the number of experienced AHs
served as a regressor to predict changes of the MMN amplitude at each EEG
electrode. The multiple comparisons problem was controlled for by using a
non-parametric cluster-based permutation procedure.

Results and discussion

Firstly, our results show the typical MMN shape for frequency and

duration deviant, with no significant differences between pre and post
conditions (Figure 1). Moreover, our results show that the reduction of the
duration-deviant related MMN significantly correlates with the number

of AH experienced during the conditioning paradigm (Figure 2). A lack

of correlation between the MMN amplitude and induced AHs before
conditioning makes plausible to attribute the MMN reductions to the learning

107 frontiersin.org



- 'th H inli i
a frontlers 7" HBP Student Conference on Interdisciplinary Brain Research

A g MMN Frequency (FC1, FC2, FCz) " MMN Duration (FC1, FC2, FCz)
3 3
s =3
2 24 22
ER £
3 s
5o 5o
z z
s H
= =4
= =
$ H
32 =2
=3 —— MMNpre 3 MtNgre
= MMNpos! MMNpost
4+ . . - . . . % x . . "
0.1 0 01 02 03 04 05 0.1 o 04 02 03 04 05
Time (s) Time (s)
B MMN amplitude per subject (FC1, FC2, FCz)
Frequency Duration
d |
. ’ » .
0 - ' . .
s L R T
] s % o IS 3
3 .
3 —t | o = &
£ -: e ® P Moment of recording
z - L Y > 1 pre
H - b fic a3 o =3 Post
& ﬁ:. 2 - * S {‘ :
>t Y
s, s R | =
" . 2
4 .
" .
6 Sea

Pre Past Pre Post

Moment of recording
FIGURE 1
MMN mean amplitude for Pre and Post Conditions. (A) The time course of the mean MMN amplitudes across
FC1, FC2, FCz electrodes for pre- and post-conditioning and the frequency and duration deviants are shown.
As there were no significant clusters for the main effect Moment of Recording and the interaction Moment of
Recording and Deviant Type the FC1 FC2, FCz electrodes were chosen as they best reflect the MMN
component (see also the main effect of Deviant Type). Left panel: frequency deviant; right panel: duration
deviant. The temporal window that will be averaged to show the mean MMN amplitude in B is highlighted in
yellow. (B) Box plot for the mean MMN amplitude (averaged across the electrodes FC1, FC2, FCz, and the time
interval 0.074 s to 0.174 s for frequency and 0.124 s to 0.224 s for duration) is shown. The small dots represent
MMN amplitudes of single participants and the bold black dots the mean amplitude across subjects. The
horizontal lines represent the median of the corresponding distributions. The range of the data is indicated by
the vertical lines.

effects due to the conditioning procedure. Moreover, we found a significant
correlation between AH proneness (likelihood of experiencing AH in real
life, measured with the Launay-Slade Hallucination Scale [10]) and the
number of AH experienced during the paradigm. In sum, our study allows to
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FIGURE 2
Scatter plot of the number of conditioning-induced AHs versus the MMN change at electrode C5 and at 0.150
s (where the strongest effect was observed). The best fitting regression line is adjusted to the data. The grey

lines depict the 95% confidence kernel.

study processes underlying hallucinations without the clinical confounding
variables and show that AHs can be conditioned and exert similar effects on
MMN modulation in healthy participants as in schizophrenia. In addition to
the results provided in pre-print version, we will discuss these findings within
the predictive coding framework, highlighting the change of the weights of
priors during the conditioning paradigm.
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Introduction/Motivation

Neuromuscular disorders (NDs) are conditions in which motor neurons

(MNs) and/or skeletal muscle cells are functionally impaired. Either if the
neuronal, the muscular or both components are affected, such diseases
normally lead to the disruption of the neuromuscular junctions (NMJs),
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the functional connections between them. In this regard, MNs and skeletal
muscle cells (myotubes -MTs-) derived from iPSC have been used, for years,
to study several NDs, such as Amyotrophic Lateral Sclerosis (ALS). However,
a promising alternative is to obtain these induced cells by direct lineage
conversion approaches, which, unlike iPSC reprogramming, (1) do not imply
cell rejuvenation [1], being more reliable to study degenerative diseases

that normally manifest in old onsets. (2) It is more affordable in terms of
time and resources [2]. Therefore, this work’s goal is to set up a model of
human NMJs in vitro by applying direct cell reprogramming approaches.
Thus, induce<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>